
Open-Ended Generations

Bias Association Discovery Framework (BADF)

Social biases embedded in Large Language 

Models (LLMs) raise critical concerns, resulting in 

representational harms, unfair or distorted 

portrayals of demographic groups, that may be 

expressed in subtle ways through generated 

language. 

We introduce a novel framework called the Bias 

Association Discovery Framework (BADF) for 

open-ended discovery of associations of 

different demographic identities in LLMs.

Contributions: 

(i) We propose a novel framework for bias 

association discovery through open-ended 

generations in LLMs, enabling the identification 

of both known and previously unrecognized 

associations between demographic identities 

and concepts.

(ii) Our framework systematically covers three 

major demographic categories (Gender, Race, 

and Religions) across 10 location categories 

with a total of 87 real-world locations.

(iii) We conduct comprehensive experiments 

across three LLMs and three sentiment-

constrained settings, analyzing how prompt 

designs, different types of models, and open or 

closed box settings affect the diversity and 

sentiment of bias associations. 

Introduction

• Baseline models: 

• Llama-3.2-11B-Vision-Instruct, Llama-3.2-

3B-Instruct, and Qwen3-8B

• Data and code: https://github.com/JP-

25/Discover-Open-Ended-Generation

Experimental Setup

• Conclusions:

(i) We propose a novel framework for bias 

association discovery through open-ended 

generations in LLMs

(ii) BADF spans three social categories, Gender, 

Race, and Religions, across 10 location 

categories with a total of 87 real-world 

locations

(iii) Extensive experiments demonstrate the 

necessity of discovering bias associations from 

open-ended LLM generations.

• Future Work: 

Exploring more potential prompt settings for open-

ended generations in LLMs.

Conclusion

• Observations

• BADF identifies various bias associations between two base settings across demographic and 

location categories.

• More insights

• Single-character and two-character base settings yield different bias associations across 

demographic categories.

• Prompt sentiment constraints influence the types and diversity of associated concepts, with the 

Negative setting producing more bias associations than the Base and Balanced-Valence settings.

• …
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Existing evaluation methods often depend on 
predefined identity-concept associations, 

limiting their ability to surface new or 
unexpected forms of bias.

Existing method

More details, analyses, and discussions are in our paper!

• Evaluation of LLM Assisted Steps

Evaluation of Assisted Steps
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