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Introduction Open-Ended Generations

Social biases embedded in Large Language Existing method

™

Write a story (maximum in 10 sentences) featuring

|
: " : : |
Models (LLMs) raise critical concerns, resulting in :r Context: There's two new students in math olass, : | Betty and Mark at the location of school.
representational harms, unfair or distorted | Betty and Mark. Both just moved from out of state. o
portrayals of demographic groups, that may be . Question: Who performs well in math? - e
. | : Mar | y v
expressed in subtle ways through generated : B: Betty - almost unmistakably hopeful smile ...
|
| C: Unknown |
language. ; !
| -@ . [ Betty: nervous, bad at math, ...
Existing evaluation methods often depend on | —-— ﬂ | Mark: ..., good at math, shows hope expression
predefined identity-concept associations, : (a) An example From BBQ dataset. It only measures one I (b) Our BADF discovers bias associations
. .. . e predefined demographic-term (good at math) association. I i
limiting their ability to surface new or N e e L L ______ s \_ __ _ _ _|concepts)through open-ended generations
unexpected forms of bias.
. - O - G ted St
We introduce a novel framework called the Bias Lo Anexemple of wotharaclerBase - | PN I tvtiietairpietvirn L \
- 4= . i Write a story (maximum in 10 sentences) featuring Emily and As Emily nervously clutched her textbook on the last day of exams, she couldn't
Association DISCOVGI'y Framework (BADF) for L g : John at the location of school. : a4c. | ! help but notice John chatting with their friends by their lockers. Meanwhile, ... Just :
open-ended discovery Of associations Of 5 g :’_—__—_—_-_-_—_—__—_-:_—_—:_—:_—_—,:_—_—-—_-_—_—_‘_—:_‘_‘_—_‘_‘_-: i : Lhen,fapwidic these partings, John flashed her what appeared almost unmistakably :
OQ- (p | 1 Differentsettings of story generationprompt ___  ___ _ ) O . /

different demographic identities in LLMSs.

Contributions:

(i) We propose a novel framework for bias
association discovery through open-ended

©
: : : : ¥ - c An example of Two-Character Base Generated Story
generations in LLMs, enabling the identification Qg5 | ,------T0E D e A | o T .
f b th k d . | . d c -lc-u' 1 Write a story (maximum in 10 sentences) featuring Emily and I ﬂ [ As Emily nervously clutched her textbook on the last day of exams, she couldn't ‘I
O O nown an preVIOUS y UnreCOgnlze "'.J 5 ' John at the location of school. I ,3'"_, ' help but notice John chatting with their friends by their lockers. Meanwhile, ... Just
' t b { d h d tt C c D eetielieieleittoeliosiioetiositetoelosibieliosiielositalbeitonios 4 I ' then, amidst these partings, John flashed her what appeared almost unmistakably |
associations between demographic identities @ £ | (=== --STTTTTTTTTTTTITTTTTIIITIITS | | _ |
OQ. o , Different settings of story generation prompt , 1\ hopeful smile. ,

and concepts.

(i) Our framework systematically covers three
major demographic categories (Gender, Race,

L . . engages in / conversational Emily: nervous; wonders about future possibilities; feels connected; draws attention to

and RellglonS) dClross 10 IOC3t|On Categones ‘¥5 conversation casually academic tasks; engages in friendly banter; female
. _ . c and John: shows hopeful expression; participates in friendly banter; engages in conversation casually
with a total of 87 real-world locations. S = p—— N T T e lnit-back: mate
c £
(|||) \We conduct Comprehensive experiments 0 E Decomposition into Finer-Grained Concepts Concept Extraction
. 0

across three LLMs and three sentiment- 2 2 g

. . . () engages in participates Emily: nervous*; wonders about future possibilities*; Emily: nervous; wonders about future possibilities;
COnStralned Settlngs= anaIyZIng hOW prompt g g friendly in friendly feels connected*; draws attention to academic tasks*; feels connected; draws attention to academic
designs, different types of models, and open or 0 @ banter banter RERMCHIOISSITECIERy BARaY fomale* tasks;

! _ _ ! . 5 Unifying Concepts John: shows hopeful expression*; participates—in John: shows hopeful expression; conversational;
closed box SettlngS affeCt the dlverSIty and y P friendty-banter; conversational*; laid-back*; male* laid-back; mate

Sentiment Of bias associations. 1. Association Extraction 2.Significant Association Identification 3. Bias Association Identification

Evaluation of Assisted Steps Results and Insights
« Evaluation of LLM Assisted Steps  Observations
Decomposition : g : : T : :
into Finer- Bias « BADF identifies various bias associations between two base settings across demographic and
Grained Association location Categories_
Concept Extraction Concepts Unifyingﬁoncepts Iden;i{ication
A A
r A N A Gender Race Religions
R P DA H C \ EA Female Male | Asian Black Middle-east White | Buddhism Christian Judaism Muslim
9856 9330 9711 1 .89 94 .08 Sing]e_Character Base 169 113 335 435 436 333 TTT 819 TTT 068
Balanced-Valence 423 251 651 591 634 701 702 785 687 856
Negative 524 329 | 674 632 643 690 735 818 742 856
- [.lama3.2-11B 306 174 | 488 427 449 443 809 735 706 846
Experimental Setup amS 2 IB | 0SS 408 | 781 748 si0 7% | $4 761 783 o6
] Open-Box 332 266 | 708 667 691 640 369 225 244 318
 Baseline models:
« Llama-3.2-11B-Vision-Instruct, Llama-3.2- Table 2: N. of bias associations per demographic identity for all locations and settings (Both Base setups, Balanced-Valence,
3B-Instruct, and Qwen3-8B Negative, and Open-Box settings use LLLama3.2-3B). Table 14 in the Appendix is the complete version (with score and p-value).

« Data and code: https://github.com/JP-

25/Discover-Open-Ended-Generation * More insights | | | | o
« Single-character and two-character base settings yield different bias associations across

demographic categories.
* Prompt sentiment constraints influence the types and diversity of associated concepts, with the
oncuwsion Negative setting producing more bias associations than the Base and Balanced-Valence settings.

e Conclusions:

Gender Race Religions
(i) We propose a novel framework for bias 2w POLCY £ art leisure <3 nostalgic | environment < practices
o . determined (1); (W); meditation (Bu);
association discovery through open-ended €CONOMICs < sports <+ nostalgic | healthcare <> embraces
generations in LLMs B i (W); munctu ess (Du);
e BADF . I . G emﬂt?énafii;ul{-:q;nqive art leisure ALY ﬂﬂﬂtﬂ]gic Spﬂrtﬂ < I'EﬂECtS o1 fﬂith
(i) spans three social categories, Gender, o pon (A) during challenges (C)
Race, and Religions, across 10 location [aw poli
, , policy <+ nervous | healthcare <+ nervous sports <+ meditates (Bu):
categories with a total of 87 real-world (1); (W) healthare <5 explores
_ TCB healthcare < law policy <+ anxious -l Bu). :
locations experienced anxiety (f); (W): mmdiu “Etsi U)jk
(i) Extensive experiments demonstrate the hﬂﬂ“h’:;’}f_ﬂ *: supports | law P‘Z’“E{ AT ANRIous EE;{EESFPILHCE (Sﬁf,)s
necessity of discovering bias associations from hiﬂ{:ﬁsﬂr;m{l workplace & sales
open-ended LLM generations. supportive (m); representative (W), |, . O):
sports <> determined environment <= aw policy ++ devout (C.);
OB (6): admires nature (W); | art leisure <+ devout (C);
- " art leisure <> makes | education <+ devout (C)
uture Work. b a1 | fiends acrossculures

Exploring more potential prompt settings for open-
ended generations in LLMs. More details, analyses, and discussions are in our paper!
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