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A Critical and Dangerous Issue – Social Bias in LLMs

Social biases embedded in Large Language Models (LLMs) raise 
critical concerns, resulting in representational harms, unfair or 
distorted portrayals of demographic groups, that may be expressed 
in subtle ways through generated language.
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Limitations in Evaluating Biases in LLMs

Existing methods often depend on predefined identity-concept 
associations, limiting their ability to surface new or unexpected 
forms of bias.
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Existing method

Existing template-based approaches fall short in capturing the more subtle, complex, 
and underlying associations that emerge in free-form generation. 
Given that most real-world uses of LLMs involve unconstrained generation rather than 
fixed-response formats, it is critical to systematically investigate how bias associations 
emerge in open-ended settings.

Open-Ended Generations

Discovering bias associations from open-ended LLM generations
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We obtain 8,700 stories for the Gender category, 10,440 for Race, and 10,440 for 
Religions across all locations for every two-character setting.
The single-character setting yields double the stories per demographic category, as each 
identity generates stories independently instead of being paired with another identity in 
one story.

Open-Ended Generations



Bias Association Discovery Framework (BADF)

The Bias Association Discovery Framework (BADF) is designed to 
explore bias associations from open-ended generations in LLMs 
systematically.
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Bias Association Discovery Framework (BADF)

We employ a multi-stage pipeline for association extraction and 
refinement. This approach is designed to ensure that only clear, 
accurate, and meaningful concepts are captured and that these 
features are reliably grounded in the generated text. 
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Bias Association Discovery Framework (BADF)

Extracting a comprehensive set of descriptive concepts for each 
character in generations.

8

Emily: nervous; wonders about future possibilities; feels connected; draws attention to 
academic tasks; engages in friendly banter; female
John: shows hopeful expression; participates in friendly banter; engages in conversation casually 
and appears laid-back; male

Concept Extraction

As Emily nervously clutched her textbook on the last day of exams, she couldn't 
help but notice John chatting with their friends by their lockers. Meanwhile, … Just 
then, amidst these partings, John flashed her what appeared almost unmistakably 
hopeful smile.

Generated Story



Bias Association Discovery Framework (BADF)

We employ a decomposition process that systematically breaks 
down compound concepts into their simplest, meaningful 
components, ensuring each represents a single, clearly defined 
attribute.
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Bias Association Discovery Framework (BADF)

To reduce redundancy and improve consistency across all 
concepts, we employ a unifying concepts step.
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Bias Association Discovery Framework (BADF)

(1) The frequency-based distinctiveness score identifies which 
concepts are particularly salient for a given identity within each 
location category, highlighting associations that stand out 
relative to others.
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S measures the concept (Y) that is not just common but is relatively distinctive for the identity A.



Bias Association Discovery Framework (BADF)

(2) The chi-squared χ2 test evaluates whether the overall 
distribution of a concept across different identities is statistically 
significant.
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concept (Y) is selected as identity-specific (identity A): (1) S(Y, A) > 0 and (2) χ2 test yields a p-value < 0.05.



Bias Association Discovery Framework (BADF)

We conduct a final concept filtering step to ensure that our set of 
identity-associated concepts excludes those that are universally 
and unambiguously unique to a single demographic identity.
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Evaluation of LLM Assisted Steps

To rigorously validate each major stage of our BADF, we conduct a 
comprehensive manual sample evaluation.
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Experimental Setup

Evaluation models: 
• Llama-3.2-11B-Vision-Instruct
• Llama-3.2-3B-Instruct
• Qwen3-8B
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Results

BADF identifies various bias associations between two base 
settings across demographic and location categories.
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Results
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More insights:
• Single-character and two-character base 

settings yield different bias associations across 
demographic categories.

• Prompt sentiment constraints influence the 
types and diversity of associated concepts, 
with the Negative setting producing more bias 
associations than the Base and Balanced-
Valence settings.

• …

More details, analyses, and discussions are in our paper!



Thank You!

Jinhao Pan, Chahat Raj, Ziwei Zhu
George Mason University

18


	Slide 1: Bias Association Discovery Framework for Open-Ended LLM Generations
	Slide 2: A Critical and Dangerous Issue – Social Bias in LLMs
	Slide 3: Limitations in Evaluating Biases in LLMs
	Slide 4: Open-Ended Generations
	Slide 5: Open-Ended Generations
	Slide 6: Bias Association Discovery Framework (BADF)
	Slide 7: Bias Association Discovery Framework (BADF)
	Slide 8: Bias Association Discovery Framework (BADF)
	Slide 9: Bias Association Discovery Framework (BADF)
	Slide 10: Bias Association Discovery Framework (BADF)
	Slide 11: Bias Association Discovery Framework (BADF)
	Slide 12: Bias Association Discovery Framework (BADF)
	Slide 13: Bias Association Discovery Framework (BADF)
	Slide 14: Evaluation of LLM Assisted Steps
	Slide 15: Experimental Setup
	Slide 16: Results
	Slide 17: Results
	Slide 18: Thank You!

